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ABSTRACT: 
 The design of the image and video compression or 
transmission systems is driven by the need to reduce the 
bandwidth and storage requirements of the content while 
maintaining the quality of the view. Therefore, the goal is to 
define the maximum number of codecs, which are automated 
metrics that measure quality and reliability. A common 
drawback of traditional video coders and quality metrics is that 
people behave identically to the entire scene, assuming that 
they look at every single pixel of an image or video. In fact we 
focus only on specific areas of appearance. In this chapter, we 
prioritize visual data accordingly to improve the video coder's 
compression efficiency and the predictive performance of sensitive quality metrics. The proposed encoder 
and quality metrics incorporate visual attention, and a semantic segmentation stage is used, which 
considers some aspects of people's cognitive behaviour while watching a video. This semantic model deals 
with specific human abstraction, which does not necessarily have to be shown to be uniformly 
understandable. Specifically, we focus on segmentation of moving objects and faces, and we evaluate the 
impact of moving on to video coding and quality evaluations. 
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INTRODUCTION 
The development of new 
compression or transmission 
systems is characterized by 
the need to reduce 
bandwidth and reduce the 
storage requirements of 
images and videos, and 
increase their visual quality. 
The purpose of traditional 
compression schemes is to 
reduce the coding residual 
with respect to the Mean 
Square Error (MSE) or Peak 
Signal-to-Noise Ratio (PSNR). 

This is understood from pure 
mathematics but not from a visual 
standpoint. Finally, understanding 
is a more appropriate and more 
relevant benchmark. Therefore, 
the purpose should be to define a 
codec that maximizes visual 
quality so that it produces the 
same quality rate at a lower rate 
than the traditional encoder or 
similar visual quality. In addition 
to achieving the maximum known 
quality in the encoding process, an 
important concern for content 
providers is to guarantee the  

specific quality of services during 
content delivery and 
broadcasting. This requires 
reliable methods of quality 
assessment. Although subjective 
viewing experiments are a widely 
accepted method for obtaining 
meaningful quality ratings for a 
given set of test materials, they 
are limited in requirements and 
do not lend themselves to 
monitoring and controlling 
applications, where a large 
amount of content needs to be 
evaluated. Automated quality  
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metrics are a desirable tool to facilitate this task in real time or at least very quickly. The objective here 
is to design metrics that estimate the perceived quality over the PSNR. 
 A common drawback of traditional video coders and quality metrics is that people behave 
identically to the entire scene, assuming that they look at every single pixel of an image or video. In fact, 
we focus only on specific areas of the scene, which have important implications for the way video is 
analysed and processed. 
 
BEHAVIOUR OF COGNITIVE: 
 Although most vision models and quality metrics are limited to low-level aspects of vision, 
people's cognitive behaviour cannot be ignored. However, cognitive behaviour can vary widely between 
individuals and situations, making it very difficult to generalize. However, two important things can be 
noticed, namely focusing and tracking of moving objects. 
 
ATTENTION OF FOCUS: 
 While watching the video and image, we focus on specific areas of the scene. Studies have 
shown that the direction of gaze is not completely unique to the individual viewer. Instead, a significant 
number of viewers will focus on the same areas of the scene. Naturally, this focus is extremely scene-
dependent. Madder, etc… Proposal to create an important map for sequencing as a predictor for focus, 
considering the permissible factors such as edge focus, texture energy, contrast, colour variation, 
uniformity. 
 One of the things that catch our attention is the people and especially the human faces. If a scene 
has people's faces in it, we'll look at them immediately. Furthermore, because of our familiarity with 
people's faces, we are very sensitive to distortions or artifacts in them. The importance of faces is also 
highlighted by the study of the appeal of imagery in consumer photography. The people in the picture 
and the words on their faces are the most important criteria for image selection. 
 
TRACKING OF OBJECTS: 
 That way, viewers can track specific moving objects in the scene. In fact, the motion catches the 
viewer's attention. Now, the spatial sharpness of the human visual system depends on the speed of the 
image on the retina: the optical sharpness decreases as the image of the retina increases. The visual 
system solves this problem by keeping track of moving objects with smooth eye movements, which 
slows down the imagery of the retina and places interesting objects on the fovea. Slowing down works 
well for even the fastest, but it does suffer from great acceleration and unexpected speed. On the other 
hand, tracking a particular movement will reduce spatial sharpness for objects moving in the 
background and in different directions or at different velocities. Proper adjustment of a given spatio-
temporal contrast sensitivity function (CSF) to consider some of these sensitive changes may be 
considered as the first step in modelling such phenomena. 
 
SEGMENTATION OF SEMANTIC: 
 The high-level contribution to people's cognitive behaviour while watching a video is taken into 
account by the semantic division. We decompose each frame in a sequence into a set of mutually 
exclusive and joint-wide sections to represent a meaningful model of a specific cognitive function. In 
general, the topology of this semantic partition cannot be expressed by using the homogeneity criterion, 
since the components of such a partition do not necessarily have compulsory properties. As a result, 
some of the items we want to segment need some knowledge. We will consider two cases of such 
primary information, namely face splitting and rotation of moving objects. The final partition will be 
composed of the foreground area and the background area of each image. Color splitting and featured 
classification can be used to split people's faces. Many relatively robust algorithms for facial 
segmentation are based on the fact that human skin color is restricted to narrow regions in the 
chronomannation plane, when the global brightness of that appearance does not change significantly. 
Otherwise, methods can be used to track the evolution of skin color distribution on each frame based on 
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translation, scaling, and rotation of skin pigment in place of color. One limitation of approaches based 
on color separation is that the resulting partition can have face as well as body parts. To overcome this 
problem, a color separation combination with facial feature extraction can be used. Other methods use 
only feature classification. Face detector based on simple categorization cascade and integral image. 
This detector is a multi-stage classification that acts as a fall WS. First, features such as necklace base 
functions are extracted from the gray-level integral image. Next, the learning method called Adah Boost 
is used to select the least relevant features. This pruning process selects a weak classifier that relies on 
only one feature. Finally, the resulting classification is integrated into a cascade structure. From such a 
viewpoint, a face cannot be reliably distinguished when it looks small or has no front. However, in this 
case the face usually does not attract the viewer's attention as much as the frontal or larger face. 
Therefore, this limitation does not significantly affect the proposed method. 
 Motion information is used as semantic to segment moving objects. The speed of the object is 
usually different than the speed of the background and other objects around it. For this reason, many 
information systems use motion information in part video action. One common tool is to identify 
changes as solutions to the problem of motion based object segmentation. Different camera detection 
techniques can be used for rotating camera and stationary camera conditions. If the camera moves, 
finding the change is to identify consistent and inconsistent moving areas. The video objects belong to 
the latter, relative to the previous background area. If the camera is stable, the goal of detecting changes 
is to identify the moving object (foreground) and the static background. The semantic segmentation 
discussed here solves the problem of static camera and is applicable to the rotating camera after global 
motion compensation. The change detector determines if the foreground signal relative to the object 
exists at each pixel position. This decision is made by thresholding the frame difference between the 
current frame and the frame representing the background. The frame representing the background is 
dynamically created based on temporal information The purpose of threes holding is to relinquish the 
effect of camera sound when the frame is separated. Locally adaptive thresholds, T (i,j) are used to 
model the sound statistics and apply the significance test. To this end, we want to determine the 
probability that the frame difference (i,j) at a given location is due to noise, not for other reasons. 
Suppose there is no moving object in the frame differential. We call this hypothetical state a null 
assumption, H0. Let G (i, j) be the sum (i, j) of the absolute values of the frame irons in the observation 
window of the adjacent cue pixel. Furthermore, let us suppose that the camera sound is itive positive 
and follows a Gaussian distribution with variation. 
 
CONTRIBUTION AT LOW LEVEL: 
 We used two different metrics in this work, a whole-context permissive distortion (PDM) based 
on the view model and a reference-reference video quality metric based on the analysis of common 
artefact’s. The full-reference PDM is based on a contrast gain control model of the human visual system 
that incorporates spatial components of vision and spatial perspective, as well as colour perception. The 
metric requires both the reference order and the distorted order as input. Upon their conversion to a 
sensible competing color space, the resulting spatial-temporal filter bank is dissolved in each of the 
three components, yielding much more sensitive channels. They are weighted according to the contrast 
sensitivity data and then pass through the contrast gain control for modelling the sample mask. A no-
reference quality metric estimates the visual quality based on an analysis of blackness, blur, and 
jerkiness artefacts’ found in the video. It does not require any information about the reference number. 
The metric is part of Genital’s Media Optimization and Stream PQOS tools. The use of non-contextual 
metrics is especially interesting here, as the semantic partition does not even need a reference video. 
Both of these metrics can measure the spatial quality of each video from a few frames to a small pane. 
The process of integrating these low-level contributions into the overall quality rating is guided by the 
results described in Semantic Segmentation State. 
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CONTRIBUTION AT HIGH LEVEL: 
 The high-level contribution to quality metrics considers people's cognitive behavior when 
watching a video. To represent meaningful models of a specific cognitive function, we break down each 
frame of reference number into a set of mutually exclusive and jointly broad sections. This semantic 
model deals with specific human abstraction, which does not necessarily have to be shown to be 
uniformly understandable. Semantics are defined by human lectures. Because of this, the definition of 
semantic partitioning depends on the function of completion. Semantic partitioning is then derived. 
Generally the topology of a verbal partition cannot be expressed on the criterion of homogeneity, since 
the components of such a partition do not have to have compulsory properties. So we need some 
knowledge of the objects we want to segment. 
 If we want to segment people's faces, then colour-based segmentation can be used. Many 
relatively robust algorithms for facial segmentation are based on the fact that human skin colours are 
limited to a narrow area in the cannons (CB, CR) plane and their distribution is very stable. When the 
goal is to find the faces and their location in the video, a simple categorization cascade can be used. Each 
classifier is trained to detect specific facial features, such as intensity differences in the eye region and 
upper cheek or in the eye region and nasal bridge. The scenes we select from this database have faces 
on different scales and heads and with different movements of the camera. 
 
VIDEO CODING OF PERCEPTUAL SEMANTICS: 
 A video encoder that exploits semantic segmentation makes it easy to improve video 
compression performance in terms of bandwidth requirements and low bit rates in terms of visual 
quality. Using semantic decomposition, the encoder can adapt your behaviour differently to the relevant 
and unrelated parts of a frame. This conversion can be done via a traditional frame-based encoder by 
profiteering the video before coding. 
 
VIDEO CODER: 
 Semantic pre-filtering is achieved by exploiting spellings in traditional frame-based encoding 
frameworks like MPEG-1,the use of scene manipulation in semantic objects before encoding, hereinafter 
referred to as semantic pre-filtering, facilitates low bandwidth transmission. Areas of interest are used 
as areas of interest. Using a low-pass filter reduces the value of the area not included in the region of 
interest. The latter solution simplifies the background information, yet retains the necessary reference 
information. Background simplification allows less coding of information. Using a simple background so 
as to enhance the relevant object is to take advantage of the human visual system's working behaviour 
to improve the contraction ratio. The work reported that rather than decreasing the background quality 
of the image, the quality of the corresponding area of the image can be increased rather than enhanced, 
an example of this solution, which aims to mimic retina blurring caused by foetation using high-level 
semantic gestures. Another way to consider the less relevant part of the image before coding is to take 
advantage of the features of the coding algorithm. In the case of block-based coding, each background 
macro-block can be changed only by its DC value. This approach also has the effect of frequency 
reduction and loss of detail, which can lead to quite blocking artifacts not accepted in the video. 
 
CONCLUSION/RESULT: 
 Evaluation results of our three data sets. Segmentation usually leads to a good agreement 
between metric estimates and subjective ratings. There are some precautions to be taken when 
interpreting these results, as some differences in the correlations are not very significant. However, this 
trend is similar for all three data sets, indicating that face segmentation is useful for increasing 
estimates of quality metrics. Reducing the likelihood of an upside down face from analysis reduces the 
estimated performance. As expected, this improvement is most noticeable for scenes that occupy a 
significant portion of the frame on that face. Segmentation is the least advantageous for these sequences 
in which faces are much smaller, and the background distortions identified by some test conditions 
cause the viewer more trouble than other areas. 
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