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I.  INTRODUCTION  
Generally, the abdominal mass is termed as 
the extension of any human anatomy, which 
basically differs by means of its position or 
location. Often, the occurrence of mass is by 
the splenomegaly, hepatomegaly, and so on. 
Moreover, the masses are the unpredictable 
one, and it could be identified by predicting 
or by doing certain physical concerns under 
the abdominal US images. Clinically, this 
mass formation is analysed as the cyst 
formation in human organ. In human, Kidney 
is the organ that normally affects by this 
mass or cyst. The size of cyst deviates from 
small to medium tissue. 
At first, the evaluation of abdominal mass 
diagnosis is cmplished by an imaging model 
termed Plain abdominal Radiographs. 
Afterwards, radiography has become as the 
most popular technique to define or 
determine the location or 

  

ABSTRACT— 
Ultrasound imaging is the most renowned image modality on 
testing the internal organs, however, the US image 
processing often tides with complex task because of 
unwanted noises.  Number of detection models is there in the 
dice with US image. However, only few contributions have 
been made on abdominal mass detection using US imaging. 
This paper intends to propose a new abdominal mass 
diagnosing model with US images. The developed detection 
approach comprises of two stages: (i) Feature extraction and 
(ii) Classification. In the feature extraction stage, the texture 
features are mined or extracted via Adaptive Gradient 
Location and Orientation histogram (AGLOH). Subsequently, 
Incomplete Sparse Least Square Regression (ISLSR) model is 
used to classify whether the given image is normal or 
abnormal. Further, the performance of  developed ISLSR 
classifier is compared over Neural Network (NN),  Support 
Vector Machine(SVM), K-Nearest Neighbor (K-NN), Naive 
Bayes (NB) as well as Linear Collaborative Discriminant 
Regression (LCDRC) with respect to Accuracy, Precision, 
Sensitivity, False Positive rate (FPR), False Negative rate 
(FNR), Specificity, False Discovery rate (FDR), Matthews 
correlation coefficient (MCC), Negative Prediction Value 
(NPV), and F1Score, and the superiority of developed 
approach is proven. 
 
KEYWORDS—Abdominal Mass Detection; Ultrasound 
image;LCDRC; Traditional Classifiers. 
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position of mass with its density. The detection [9] [10] [11] of abdominal mass includes two phases: 
Extraction of features and Classification.  Here, classification is considered as the main  phase as it can 
classify the existence of tumours, and some of them are denoted as teratomas and lithiasis. Certain 
classifiers are already exist including NN, SVM, Bayes classifier and etc. and that makes a feasible way in 
accurate diagnosis of abdominal mass. Further, imaging modalities are the most vital aspect, which is used to 
detect the mass that exist. The common imaging techniques are Computed Tomography’ CT Magnetic 
resonance imaging (MRI) as well as x-rays. the advanced level of imaging modality is US image that analyzes 
the clear physical characteristics of abdominal images. In fact, there exist many research works on the 
diagnosis of various cancers like breast cancer, lung cancer, etc. using US imaging. Still, only fewer 
contributions are there [12] [13] [14] in diagnosing abdominal masses. This paves way for the upcoming 
researchers to define some advanced work on diagnosing the abdominal mass [15] using US image.  

 This paper proposes a new abdominal diagnosing model using US image. The model diagnose 
whether the given image is normal and abnormal. Two phases are there in proposed abdominal mass 
detection model. In the first phase, AGLOH is used to extract the features, and in the second phase, ISLSR is 
used to do the classification process. Finally, the performance of proposed classification approach, ISLSR is 
compared over conventional models like SVM, NN, KNN, NB and LCDRC. 

  The rest of the paper is arranged as follows. Section II reviews the literature works. Section III 
explains the developed abdominal mass detection model. Section IV demonstrates the feature extraction 
and classification techniques. Section V details the compared existing classifier models. Section VI discusses 
the results obtained, and Section VII concludes the paper. 

 
II. LITERATURE REVIEW 
Related Works 

 In 2007, Nilavalan et al. [1] have presented a patch antenna, which was designed for radiating the 
frequencies that was in e range of 4–9.5 GHz. The authors have reviewed the antenna in the form of 
simulation. The real time measurements has posed the broad way of input bandwidth, radiation patterns. 
The proposed model has proven the superiority of its work on detecting the breast cancer tumor. They have 
developed a new hybrid approach that involves time of arrival, and have proposed a  entropy to remove the 
artifact as well. The analysis has proven the efficiency of proposed model. They have shown that the 
proposed minimal cost system was more effective than the expensive VNA with respect to accuracy, and it 
was more faster in diagnosis. 

  In 2015, Shradhananda et al. [4] have presented an effective model to classify the mammograms for 
detecting the breast cancer. They have used 2D discrete orthonormal S-transfor (DOST) for the purpose of 
coefficient extraction. An algorithm, which was on the basis of null-hypothesis test was used for the 
selection of the most significant coefficients Then, the chosen coefficients were processed for classifying the 
sevierity. Finally, they have proved the superiority of proposed work. In 2013, Tai, et al. [5] have suggested a 
automatic CADe system, which utilizes both the local as well as discrete texture features to detect the 
mammographic mass. The system has segmented certain regions of interest (ROIs) under suspicious areas. 
Further, the authors have developed two feature extraction approaches, which was on the basis of  co-
occurrence matrix for describing the characteristics of local texture of each and every  ROI. 

 
REVIEW 

 Numerous cancer detection models were reviewed, in which Patch antenna [1] is more suitable for 
widebrand application, but imaging experimentation has not provided valuable results. C-B-TR-ML [2] 
effectively removes the artifacts without reducing the quality of image. However, the real time application is 
quite difficult. Prototype system is proposed in [3], which is low cost and accurate as well. However, some 
advanced improvement is needed for the clinical application. 2D-DOST [4] enhances the accuracy rate on 
tumor classification, but the model suffers from increased overhead. An Automatic CAD system [5] 
effectively identifies the presence of mass. However, additional imaging is required to attain more 
satisfactory results, which also leads to more execution time. Thus, it is clear that there needs some 
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advanced contribution in detecting the abdominal mass, as all the contributions are mainly focusing on 
cancer detection.  

 
III. PROPOSED ABDOMINAL MASS DIAGNOSIS MODEL 

 Fig 1 illustrates the proposed abdominal mass detection model. Two phases are there in this model: 
Feature Extraction and Classification. Initially, the input US image is processed for extracting the respective 
features. Here, the texture features are extracted via AGLOH.  Then, the extracted features are given as the 
input to ISLSR classifier, from which the mass that exist in abdominal region is detected. 

  
 

 
 
 

Fig. 1. Architecture of proposed abdominal mass diagnosis model 
 
IV. FRAMEWORK OF FEATURE EXTRACTION AND CLASSIFICATION 
AGLOH based Feature extraction 

 The proposed abdominal mass detection model uses AGLOH [21] mechanism for extracting the 

features from given input US image,  yxUS I , . This work contributes an adaptive bilinear filtering for the 

purpose of smoothing the texture of pre-processed image  yxUS I , . Eq. (1) gives the parameter   yxUSpa I ,  
is given in Eq. (1). 

 
   00011011, iyixixyiyxUSpa I    (1)  

 

 Thus, the altered filter image IFI is the resulting image, from where the features are mined via GLOH 
descriptor. Moreover, descriptor grid of GLOH includes RI  circular ring that centres the feature points. 
These rings comprises of re regions that are constantly contributed withD  directions. Consider the region as

uvRG , Ivu FIRG , with RIu ,....,2,1  and 1,....,1,0  Dv .  
Further, Eq. (2) determines the block histogram, where,  indicates the concatenation operator. The 

final descriptor vector,VT is acheived by concatenating histograms, and that is given in Eq. (3). Further, the 
length of descriptor is given in Eq. (4). 
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 Eq. (6) defines the distance among features, VT and VT is where  VTVTDS T ,


denotes the evaluation 
of usual distance. Thus, the features that are extracted from the input abdominal images is represented as 

  yx
K

F FFFGLOH  21 ,  where TO indicates the total features. 
 

   kT

Sk

T VTVTDSVTVTDS ,min,
1,...,1,0 




  (6)  

 
Classification via ISLSR 

 For the classification purpose, this model uses ISLSR [22] classifier. The input to this classifier is the 

extracted features FGLOH and produces the classified output (normal or abnormal). The features are 

defined in the matrix format and every column in FGLOH  is indicated as the feature vector that comprises of 

features. The entities be  USdiii ffE ....,.........1 that takes either 0 or 1, which is given in Eq. (7). 
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 If
NnFGLOH 0  is concerned as the another data matrix with undetermined class labels, the ISLSR 

approach evaluates the parameter of ISLSR, and the unknown or undetermined abdominal label matrix is 

indicated by
Nd

oLA   in terms of 
FGLOH 0 matrix that is on the basis of 

FGLOH , 
FGLOH 0 and LA  data 

matrices. In Eq. (8), RE denotes the regression coefficient matrix. 
In order to make the abdominal feature selection in a well realized form, there presents a respective 

way to do some columns RE  to zero. At last, the given Eq. (8) is revaluated by prompting a norm penalty 1,2f  
with respect to RE onto the objective function. The function entry shrinking, which means, the entries of RE

column shrink to zero, in which 1,2f determines summation of 2f norms of RE . Hence, the related features 
are used for detecting the abdominal mass. Further, the revaluated ISLSR model is determined in Eq. (10), 

where 0oLA refers to all oLA entries as non-negative, 1 specifies the vectors with total entries and  is the 
‘trade-off’ parameters. 
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this classification process classifies whether the given input image is normal or abnormal. 
 

V. CONVENTIONAL CLASSIFIERS 
 This section details various conventional classifiers namely SVM [18], NN [19], KNN [17] , Naïve 

Bayes [16] and LCDRC . Further, this work compares the performance of proposed ISLSR with all the other 
conventional classifiers. 

 
SVM 

 SVM [18]is basically the machine learning model, which has the capability of interpreting subtle 
patterns even in noisy dataset and difficult datasets. Firstly, the designing of SVM is done for doing binary 
classification. 

 Eq. (10) defines the primal equation of a soft margin SVM, where ve  specifies the normal vector of 
hyper plane splitting in feature space and the regularization parameter is indicated by PA . This controls the 
penalty for misclassification. 
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NN classifier 
 NN [16]approach is a multilayer feed forward network that is trained for doing the process of 

classification. Eq. (11), (12) and (13) defines the network model. In all the mentioned equations, i refers to 

the hidden neuron,  
 HI
BIiW specifies the bias weight to thi hidden neuron, inu indicates the number of input 

neurons, HInu specifies the number of hidden neurons,  
 o
BW Im refers to the output bias weight to thm layer, 

 
 o
imW represents the output weight from thi hidden neuron to thm layer, NF refers to the activation function. 

Eq. (34) defines the network output, mÔ , where mO refers to the actual output. 
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K-NN 
 The working strategy ofK-NN [17] is as follows: It assess the distance between training and testing 

samples, which exist in given dataset. the model grants the k closest samples. Eq. (14) defines the projection 

function pf , where jpo is the 
thj column vector of PO , iPO

indicates the sub matrix of PO  and
  baKE

indicates the kernel function with ba bandwidth. 
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Naives Bayes 
 The mentioned Naïve Bayes classifier [16]is basically a probabilistic model for doing the classification 

process. For the unclassified object  nojojojOJ ,......., 21 , the NB classifier predicts the OJ category (in which 

category where it falls). More suitably, the classifier classifiesOJ object into iCT category, if and only if it 

satisfies the constraint of posterior probability, which is defined in Eq. (15).    OJCTPPOJCTPP ji ||  for all
ij   (15) 

 Using Bayes theorem, Eq. (21) is determined as given in Eq. (22). 
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A. LCDRC Classifier 

 Let [20]   yx
KZZZZ  21 , be the matrix of whole image with training image, where x refers to 

the training images’ dimension,   yx
iniii i
ZZZZ  21 , , the number of training image from i  class  is 

indicated as iy , and i
K
i yy   1 , Ki ....3,2,1 and K indicates the total classes. Assume a matrix dxM   with 

subspace and xd  . Total iju must be subjected for learning the subspace by ij
T

ij uMv  that lies among

iyj 1 . 
 Eq. (16) defines the matrix with training image and for all class; the same is given in Eq. (17) 
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Eq. (18) and (19) defines the CBCRE and WCRE. 
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Finally, the value of CBCRE and WCRE is determined as in Eq. (21) and Eq. (22). 
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 In order to maximize the CBCRE value and to reduce the WCRE value simultaneously, a Maximum 
Margin Criterion (MMC) is also employed and it is  in Eq. (23), that spotts the maximized EI Eigenvalues and 

the corresponding Eigenvectorsis is given in Eq. (24), where EIk  1 and  EIk ooooM ,, 21 . 
 

       MeeMtrWCRECBCREMJ wb
T

OOO
 maxmaxmax

(23) 
 
  EIkooee kkkwb 2,1,            (24) 
 
Furthermore, MMC solves the issue named as Small Sample Size Problem (SSSP). 
 

VI. RESULTS AND DISCUSSIONS 
Simulation procedure 

 The proposed ISLSR was compared to other conventional classifiers like SVM, NN, K-NN, Naives 
Bayes and LCDRC. The analysis was carried out with respect to measures like accuracy, sensitivity, specificity, 
precision, FPR, FNR, NPV, FDR, F1-score, and MCC. The model has granted satisfactory results by means of 
better classification. 

 
Performance analysis 

 In this section, the performance of proposed ISLSR is compared over certain existing classifiers 
including SVM, NN, K-NN, Naives Bayes and LCDRC by varying the learning percentage to 30%, 40%, 50%, 
60% and 70%. This is evidential from Fig 2. The analysis reviews that the proposed ISLSR attains better 
accuracy over other methods for all the training percentage (Fig 2 (a)). For 30% learning, the proposed ISLSR 
is 10.46%, 63.06%, 16.53% and 44.73% better from LCDRC, NN, SVM and NB, respectively. For 40% learning, 
the proposed model attains high accuracy, which is 4.79%, 70.57%, 41.66%, 41.66%, 41.37% and 30.83% 
better than LCDRC, NN, SVM, KNN and NB, respectively. 

 Sensitivity of proposed method (Fig 2 (b)) is also high. For 30% learning, the proposed ISLSR attains 
high sensitivity, which is 37.29%, 80.59% and 66.80% better from NN, KNN, and NB, respectively. For 40% 
learning, the proposed method is 32.37%, 52.96% and 76.39% better from LCDRC, SVM and NB, respectively. 
The specificity of proposed method is high for 30% learning. The proposed ISLSR is 16.93%, 54.85% and 
41.24% better from LCDRC, NN and KNN, respectively with high specificity (Fig 2 (c) 
). For 40% learning, the specificity of proposed method is 97.52% and 51.06% better than NN and SVM. 
Similar analysis is made for all the residual measures, and it has proven the superior performance of 
proposed ISLSR with accurate classification.  

 
  

  
(a) (b) 
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(c) (d) 

  
(e) (f) 

 
 

(g) (h) 

  
(i) (j) 

Fig. 2. Performance of developed ISLSR classifier over other classifiers by varying the learning percentage 
by 30%, 40%, 50%, 60% and 70% (a) Accuracy (b) Sensitivity (c) Specificity (d) Precision (e) FPR (f) FNR (g) 

NPV (h) FDR (i)F1Score (j) MCC 
Table 1 : Overall performance of proposed ISLSR 

Measures  
NB 
[16] 

NN 
[19] 

LCDRC 
[20] 

SVM 
[18] 

KNN 
[17] 

ISLSR 

Precision 
0.666

67 0.5 0.77778 0.7 0.5 
0.875 

Sensitivit
y 

0.571
43 

0.7142
9 1 1 

0.1428
6 

1 

   
Specificit

y 0.75 0.375 0.75 0.625 0.875 

  
0.875 

Accuracy 
0.666

67 
0.5333

3 0.86667 0.8 
0.5333

3 
0.933

33 
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FDR 
0.333

33 0.5 0.22222 0.3 0.5 
0.125 

FPR 0.25 0.625 0.25 0.375 0.125 0.125 

MCC   
0.327

33 
0.0944

91 0.76376 
0.6614

4 
0.0262

07 
0.875 

NPV 0.75 0.375 0.75 0.625 0.875 0.875 

FNR 
0.428

57 
0.2857

1 0 0 
0.8571

4 
0 

F1-score 
0.615

38 
0.5882

4 0.875 
0.8235

3 
0.2222

2 
0.933

33 
 

The overall performance of proposed ISLSR over other conventional classifiers is given in Table I. In this, it 
is reviewed that the accuracy of developed approach is 7.69%, 16.66% and 39.99% better than LCDRC, SVM 
and Nb, 75% better from both NN and KNN. Then, the sensitivity of proposed method is 39.99% superior to 
NN model.  The specificity of ISLSR is 16.66% better than LCDRC and NB, and the proposed ISLSR is 57.14% 
and 40% better from NN and SVM with high specificity. The precision of ISLSR is higher than other classifiers, 
which is 12.49%, 75%, 25%, 75% and 31.24% enhanced than LCDRC, NN, SVM, KNN, and NB, respectively. 
FPR of proposed ISLSR is low when compared to other methods, which is 50% better than LCDRC and NB, 
80% and 66.66% better than NN and SVM, respectively. The FDR of proposed method is 43.74% and 58.33% 
better from LCDRC and SVM, 75% superior to NN and KNN with less FDR. Similarly, the NPV of proposed 
ISLSR is high, and it is 16.66% better than LCDRC and NB, 57.14% and 40% better than NN and SVM, 
respectively. Hence, the overall performance reviews that the proposed ISLRC is more efficient than other 
conventional methods in terms of abdominal mass diagnosis. 

 
VII. CONCLUSION 

 This paper has presented a new abdominal mass diagnosing method with US images. Here, two 
phases were there. In the first phase, Texture features were extracted using AGLOH approach. ISLSR 
classifier was used to diagnose the mass that exist in US image.  The proposed ISLSR approach was compared 
to other classifiers like NN, SVM, K-NN, NB and LCDRC. From the results, it was observed that the accuracy of 
proposed model is 7.69%, 16.66% and 39.99% better than LCDRC, SVM and NB, 75% better from both NN 
and KNN. Then, the sensitivity of proposed method is 39.99% superior to NN model.  The specificity of ISLSR 
is 16.66% better than LCDRC and NB, and the proposed ISLSR is 57.14% and 40% better from NN and SVM 
with high specificity. Thus, it was concluded that the developed ISLSR outperforms other conventional 
method with respect to better mass diagnosing. 
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