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1.INTRODUCTION:
Data encryption aims to make it impossible to get a code and reproducing the original text without 

the corresponding key, using extremely large keys that prevents the use of brute force to decrypt the 
encrypted data (VOLNA et al., 2013), avoiding unauthorized persons from gaining access to certain 
information. The use and sharing of these keys for encryption and decryption is one of the major 
vulnerabilities that currently exist in data encryption. Recent studies by VOLNA et al. (2013) and 
RUTTOR (2006) show that the Artificial Neural Networks (ANNs) provide a new dimension in the 
development of systems for information security.

2.  ENCRYPTION AND SYMMETRIC
Treat about encryption, symmetry and neural networks below.

2.1 Symmetric key encryption
Also called private key encryption, is the use of a single key which is shared between the two 

parties to perform communication. The sender performs the encryption of a given text 'T', using the shared 
key 'K', generating a ciphertext 'C', which is transmitted to the recipient (NOAMAN and JALAB, 2005):

C = encode(T, K)  (1)

The recipient receives the ciphertext (C) and, by the same key (K) used in the encoding process, do 
the reverse procedure, decoding it:
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T = decode(C, K)   (2)

The major issue in this methodology is the use of a single key for encryption and decryption 
processes, which makes it necessary to pre-share these keys before starting an encrypted channel 
(OLIVEIRA, 2013). If the key is discovered by third parties, the communication between the two parties 
will be compromised, necessitating periodic replacement of this key to mitigate this vulnerability. 
However, due to the simplicity of its algorithm, the runtime routines for encryption and decryption is 
smaller, and facilitate the implementation process, which can be attractive for use in systems with low 
processing power.

2.2 Asymmetric key encryption
The asymmetric key cryptography (or public key cryptography) is the use of a couple of different 

keys: a public key and private key. The public key is freely available from the network, allowing anyone to 
encrypt the information using it. However, this information can only be decrypted by using the 
corresponding private key, which is held by only one of the parts (PIAZENTIN and DUARTE, 2013).

This type of encryption is much more secure, since there is no sharing of the keys, in case the 
private key. Another advantage is the possibility to ensure the authenticity of a particular file (non-
repudiation). If the user "X" wants to ensure its authenticity, it can encrypt the information with his private 
key and send it to the user "Y". User "Y" will only be able to read the message if he uses the Public Key of 
"X" and the message has been encrypted using the private key of "X", indicating that the user was actually 
"X" who wrote the message (SHIHAB, 2006 .)

Although ensures greater security, the complexity of their algorithm makes the encoding and 
decoding processes much more slow, as it will have to recognize the two keys and relate them at the right 
time to process the data (OLIVEIRA, 2013) by restricting its use to certain applications. To solve this 
problem, usually asymmetric encryptions are used for sending the keys and ensure the authenticity of the 
parties involved and symmetric ciphers for encoding and sending data.

2.3 Artificial Neural Networks (ANNs)
One of the features of the ANNs is their ability to learn from the environment in which they are 

inserted and improve performance after successive iterations by modifying the parameters, such as the 
synaptic weights and bias levels (HAYKIN, 2001).

                                     

Figure 1  - Model of an Artificial Neuron. Source (adapted from HAYKIN, 2001, p. 33).
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A neuron consists of a set of connections called synapses, an input signal adder, a bias and an 
activation function, which is responsible for limiting the output signal of the neuron (Figure 1). Each 
neuron is connected to other, thus forming an Artificial Neural Network.

2.4 Learning process
There are two distinct types of ANNs learning processes: supervised and unsupervised. 
In supervised learning, the ANN is trained by a "teacher" who has knowledge about the 

environment in which it is located, providing vectors containing input data and the desired output. The 
ANN then compares the output value to the output desired by the "teacher" and modifies its parameters 
based on the error generated (HAYKIN, 2001). 

In unsupervised learning, the ANN learns the patterns without the presence of a "teacher", using 
only the input data provided. An agent of a traffic monitoring system of a taxi might, for example, learn 
what are the best and worst days of movement without ever having been provided an example by a "teacher" 
(RUSSEL and NORVIG, 2010).

2.5 Learning by error correction
The process of learning by error correction consists of adjusting the weights of the connections 

according to the calculated error in the output of the ANN.
Assuming a neuron () as in Figure 1, the learning process begins with the provision of data in the 

input layer (). These values are multiplied by the corresponding weights (), which are initialized with 
random values. The result of the multiplication of all entries is added along with the bias () via an adder. The 
result of this sum () passes through an activation function ( ), which defines the result (output) of this 
process (HAYKIN, 2001).

The result obtained is compared with a value supplied by a supervisor (supervised learning), 
setting the weights of synapses in accordance with the error, until the desired output is obtained.

The error () is calculated as the difference between the output () of neuron () and the desired value 
() in an iteration , according to the formula:

2.5 Backpropagation algorithm
The Backpropagation is a training algorithm of multilayer perceptron networks (MLP), which 

through supervised training uses pairs of input and output data for error checking and correction of 
synapses weights of each layer of neurons (PADUA, 2011). 

The Backpropagation works in two phases, called forward phase and backward phase (Figure 2). 
In step forward, a signal is supplied to the neurons of the input layer. The output of this first layer is 
calculated and propagated to the neurons of the hidden layer, until get to the neurons of the output layer. The 
output obtained is compared with the desired result, and if the result is not satisfactory, occurs the opposite 
direction (backward phase), where the signal is propagated back, making the adjustment of the weights 
multiplying them with error rates thereof. This process continues iteratively until the desired value is 
obtained.
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Figure 2 - Model of the Backpropagation Algorithm.

2.6 Data encryption using Neural Networks
A major advantage of the ANNs is the ability to identify patterns that have not been previously 

reported. To verify this capability was used Encog framework (RESEARCH HEATON, 2013).
We created a neural network consisting of three layers (input, hidden and output), each containing 

three neurons. This number of neurons was determined according to the standard that will be provided, in 
case a binary value of 3-bits, and the output pattern, also 3-bits. The backpropagation algorithm and the 
sigmoidal activation function was chosen, as the expected results are only positive values.

The values were provided as shown below:

Table 1 – Values used in ANN training.
The input values are variants of 3-bit binary numbers, reported in the field "Input". "Ideal" field 

values are the desired outputs for standard informed input fields. In this test the optimal values are the input 
values reversed.

Training was performed with a learning rate of 0.3, "momentum" 0 and a maximum error rate of 
0.01% to obtain more accurate values
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Figure 4  - Graphic generated after processing the training data by the ANN.

After 2,750 iterations with the given training pattern, the ANN could reach the maximum error 
rate of 0.009% in only 1 second (Figure 3).

The binary pattern 100 was given in ANN. This generated an output very close to the ideal value 
(011), as shown in table 2:

Table 2 – Results of the test of ANN providing as input the binary pattern 100.

Another test was performed, providing as input a pattern not previously reported for the ANN 
(101) during training. Even without knowledge of this standard, the ANN was able to perform the 
processing, resulting in the desired output (010), as follows:
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Table 3 – Results of the test of ANN providing as input the binary pattern 101.
Increasing the learning rate to 1, the ANN learned the patterns in just 631 iterations, taking less 

than 1 second to complete the operation. Using these same rates and increasing the number of neurons in the 
hidden layer to 6, also resulted in a lower number of iterations (351) for this type of operation, without 
affecting the quality of the result (Figure 4), being possible to see even an improvement in identification of 
the unknown pattern (Table 4). 

Table 4 – Results of the test after changing the parameters of the ANN.
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Although the processing speed and identification of unknown patterns, the greatest advantage of 
the use of ANNs in the process of data encryption is its ability to synchronize with other ANNs, which 
enables the creation of different keys for each connection.

The neural synchronization is made through a type of multi-layered ANN called TPM (Tree Parity 
Machine), composed by an input layer containing  neurons, one hidden layer formed by  neurons and an 
output layer containing only one neuron (PIAZENTIN and DUARTE, 2013). 

The neural synchronization process consists of two ANNs (A and B) of TPM type that are 
initialized with random weights of discrete values which vary in a range between -L and +L. At each 
iteration are supplied input binary data (+1 and -1) common to both. The sum of all inputs multiplied by the 
respective weight of the hidden layer neuron is done and the sign function (sgn) is applied to this result. If 
the resulting value of the sum is positive, the neuron generates an output +1, indicating that it is active, 
otherwise, if a value less than or equal to zero, outputs a negative (-1), indicating that it is inactive. 

Figure 6 - Model of a TPM type ANN. Source: RUTTOR, 2006, p. 14.

The total output is then calculated as the product of all outputs of the hidden layer neurons, 
represented by . The neuron sends its output to the other, making the necessary adjustments to the synaptic 
weights, until both begin to produce the same values (RUTTOR, 2006), ie are synchronized. The synaptic 
weight vector used for the synchronization process to occur will result in the cryptographic key that will be 
used by the ANNs.

The weights are adjusted according to the output  of each neuron in the hidden layer and the total 
output  of the network. If the total output , no change is made. Weights are adjusted only when they satisfy 
the condition , so can apply one of the following rules (RUTTOR, 2006): Hebbian rule; Anti-Hebbian rule; 
Random-walk Learning Rule and where È is the step function.

To simulate this synchronization process, we used a prototype developed in Delphi by a user 
named Alexander Popovsky, aka "Cybertrone" (POPOVSKY, 2009).

In the program are specified the number of neurons in the input layer, the number of neurons in the 
hidden layer and the range of weights which ranges from a negative number to its opposite positive.

The program consists in initializing two TPM type ANNs with random weights using the function 
'RandomWeight'. At each iteration is created a vector of size N x K (product of number of neurons of the 
input layer by the output) of random values by the 'FormRandomVector' function. The value of each entry 
(of each network) is calculated by the function 'CountResult', which performs the multiplication of weights 
of the neurons in the hidden layer by the input vector. If it's a value greater than zero, it returns as a result '1', 
otherwise it returns the value '-1'. This result is then compared with the other ANN. If the result is the same, 
the function 'UpdateWeight', responsible for making the adjustment of synaptic weights is triggered.

At each iteration a point is plotted in the graph, according to the result obtained in the comparison 
of the output of the ANN. If the result is equal, then a point is drawn toward baseline "Equal", otherwise a 
dot is drawn in the opposite direction, toward the line "Not equal", also moving horizontally at each 
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iteration.

Figure 7  - Simulation of ANNs synchronization in Neural Cryptography Machine software. 

When running the program, a table is generated from the two ANNs, forming a matrix of size N x 
K. At each iteration the data from both tables are updated and the graph corresponding to the result of the 
comparison of the outputs is plotted. The process ends when the two ANNs are able to produce exactly the 
same outputs.

With the synchronization completed, the encryption key is calculated by the weight vectors used 
during the iterations that resulted in the same output. This process of constructing the cryptographic key can 
be done in several ways. In this example, first the variable key_size is set, which is obtained by dividing the 
number of characters available in the variable ABC for the construction of the key (26 letters from A to Z, 01 
underline and 10 numbers from 0 to 9, a total of 37 characters) by the weight value specified at the 
beginning of the program (in this case '4 '), plus 1, resulting in the value 4.

With the value obtained, the variable key_length is defined, performing the multiplication of the 
number of neurons in the input layer by the hidden layer (14 x 10 = 140), divided by the key_size (4), 
obtaining the value 35, which will be the length (number of characters) of the encryption key.

The system initializes a variable k with 1 as value and then enters in a loop (for), from 1 to 35. 
Within this loop is performed another repetition, by the number of times of key_size's variable value. At 
each iteration of this internal loop a calculation is done as follows:

Where 'A' is the first ANN, 'W[j]' is the vector of weights used which resulted in equal outputs at 
the two ANNs and 'L' is the weight set at the start of the operation. Performing calculations using the values 
of the matrix of Figure 7, we have: 1st iteration; 2nd iteration; 3rd iteration and 4th iteration.

Replacing 'k' in variable 'ABC' of characters, we have the letter 'X', located at position 24 of this 
vector. This process continues until the 35-character encryption key be set.

This approach of ANNs synchronization enables a robust and secure communication, since only 
the input vectors and the total output of the network are made public. The internal parameters of each 
network, for example, the weight  of the neurons of the hidden layers remains secret, difficulting an attempt 
to attack, since the calculation for the update of synaptic weights depends on these parameters. The attacker 
would need to guess these values so that the weights would be changed correctly (RUTTOR, 2006).

As the ANNs interrupts the synchronization process when this is reached, the probability of an 
attacker can synchronize his network C in the middle of a communication between two networks A and B 
decreases as the iterations are being held between them, mainly because requires a much greater 
processing, as he will need to intercept the data, analyze the outputs of the two networks and thus try to 
identify the weights used internally by them.

3. CONCLUSION
The use of ANNs for the development of secure cryptographic algorithms is a recent approach. 
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However, the results and analysis show that the methodology is a promising technology capable of 
providing robust security compared to traditional encryption methods.

The absence of a cryptographic key to the realization of the communication and the use of random 
values, without a pre-established pattern, is one of the biggest attractions of ANNs, making it difficult to 
carry out an attack, even with a possible interception of data.

To make this approach more robust, it is possible to apply, for example, a symmetric-key 
algorithm encryption such as AES (Advanced Encryption Standard) at a level of 128-bit encryption, in the 
key generated in the synchronization process, increasing the difficulty in carrying out an attack attempt.

Based on studies, the use of Artificial Intelligence in data encryption through the ANN proved to 
be very efficient. These that were heavily criticized at the time of its conception, today, more mature, have 
shown great potential for solving many types of problems, which is extremely important to conduct 
research for the continuous improvement of this promising technology.
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