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I. INTRODUCTION:

II.  EXISTING DISTRIBUTED JOB PROCESSING SYSTEM   

n this paper , A robust scalable and distributed job processing system is presented that adapts to the dynamic 
computing needs easily with efficient and dynamic distribution of tasks  for heterogeneous systems with a de-Icentralised approach. The approach takes  the drawbacks and limitations in the previous implementations of 

other job processing systems .The approach also provides a mechanism for improving the throughput.

dynamic computing , de-centralised approach , job processing systems . 

A Ddistributed System consists of several systems connected by a network. In a distributed computing 
environment, each node is independent, has its own resources. The nodes are however interconnected over a 
LAN or WAN. Such interconnection allows complete monitoring and coordination of the nodes/processors as well 
as the progress of the task execution. Distributed components need to be loosely coupled, yet they have to 
support certain common features like uniform protocol of communication, auto-discovery, periodic health-
check, common management protocol etc. 

A node is responsible for processing as well as job forwarding if it is loaded. When a node receives a job 
and is loaded beyond its capacity, it needs to query the status of other nodes to find out if any other node can 
share the load.Quite a good amount of time is wasted at each node to query other nodes. This time could have 
been utilized for processing the job. In a complex network, having multiple sub-networks, configuring each node 
for locating other nodes is a complex task.Assuming, the nodes use broadcast to announce their status, this also 
causes enormous load on the network.When every node requests the status of other nodes periodically, the 
network overhead increases many fold

Load Balancing in distributed systems is studied deeply 
for a long time. Bharadwaj and Zeng  studied about different 
Dynamic Load Balancing adjustment Policies for Distributed 
systems like Queue adjustment and rate adjustment, 
combination of both queue and rate adjustment for different 
load conditions like high, moderate and low [1]. They focused to 
minimize the mean response time of the jobs. 

Abhijit A. Rajguru presented analysis on performance 
and made a comparative study of Load Balancing Algorithms in 
Distributed computing System using Parameters like reliability, 
stability, response time and execution Time etc .

Iman Sadooghi, Ioan Raicu presented a framework 



which is a compact, scalable, light-weight, and distributed task execution framework (CloudKon) CloudKon is a 
distributed job management system that can support millions of tasks/jobs.

Andrei and Arjan  showed that different technique of scheduling to lower cost than existing methods, 
without decreasing the performance . They proved that it will reduce the time complexity of a specific type of 
scheduling, considering the dynamic priorities.

Yan, Wang, presented different type of load balancing policy to have stability and performance and to  
maintain the execution performance of the system using static and dynamic load balancing .

Kevin Barker, Andrey Chernikov  presented simple and effective load balancing framework [6]. It will 
support the application development on distributed-memory and parallel systems. The framework allows 
message forwarding automatic load balancing, global namespace and object migration.

Jorge E. Pezoa Sagar  introduced a decentralized load balancing framework for heterogeneous 
distributed-computing system [8]. The aim of this frame work is to increase the reliability in the presence of 
failures. The reliability in the Distributed computing system is calculated based on the probability of specific 
workload service. For each submitted workload, Load balancing is done synchronously at runtime by all the 
nodes.

Young Joon Lee  proposed an approach to reduce the simulation time in distributed system on multi-
agent platform . They used different agents   time management agent is introduced along with other agents to 
check the hardware resources for proper use and to reduce the simulation time by dynamic load balancing. The 
experimental results showed that the scheme greatly reduces the simulation time than the existing scheme.

Deng Huafeng proposed an algorithm for load balancing in distributed systems . Based on Min-min 
algorithm, jobs are distributed to the nodes. Min-min algorithm focuses on the accuracy. Their results show that 
this algorithm will have good performance and better load balancing.

Gábor Vincze, Zoltán Novák, Zoltán Pap, Rolland Vid proposed a  information system for distributed  
applications with a new load balancing approach,  to handle load balancing problem .

Azzedine Boukerche presented a hierarchical dynamic load balancing scheme and it is designed to 
facilitate the re-distribution of load in distributed systems. The balancing algorithm is split in to three phases that 
migrate load, re-distribute, and detects external loads and differences of loads in heterogeneous resources.

Sagar Dhakal, Majeed M Proposed a model to characterize the average overall completion time in a 
distributed computing system . This model considers the heterogeneity nodes and randomness in the delays due 
to   communication channel. The proposed dynamic load-balancing policy performance is compared with 
performance of the existing static policies and dynamic load-balancing policies 

Casavant and Kuhl  studied about the behaviour and structure of decision-making policies, taking into 
account the performance and efficiency to the load sharing policies . 

Shah proposed decentralized adaptive dynamic load balancing algorithms for grids. Many constraints 
like job migration cost, communication delay, processing delays are considered for load balancing.

The various components of the system are  
1.Job Dispatcher accepts new job requests  validates them and places the jobs in the Job Queue for scheduling.  
2.Job Scheduler accepts the job requests from the Dispatch queue and schedules jobs for processing based on 
the load .
 3.Job processor  picks up a job request from the Processing queue, processes
4.Job Monitor monitors the status messages and updates the database
5.Dispatch Queue stores the job requests dispatched until it is picked up by the scheduler
Processing queue that stores the scheduled jobs until a processor picks them up for processing
 6.Progress / Status Queue  store the job status sent by either dispatcher or processor 
7.Database / Persistence  All the information about the Job, the Processors, the state of processing and the 
availability of processors are maintained

III .PROPOSED APPROACH TO DISTRIBUTE THE JOBS
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Fig: Architecture of the proposed System

VI CONCLUSION:
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When a job is requested, the scheduler checks for the target processor  and its availability. It also checks 
if the job can be processed by alternate processors. Using such a technique, processor-affinity can be defined for 
jobs if necessary. It then checks for the processor, among all possible targets, having the least load and that is 
active

The proposed model avoids every processor (or sender/receiver) having to be concerned about 
identifying the load of other processors and routing the job requests. This minimizes the processing overhead on 
the processors and communication/network overhead on the network. The framework supports recovery of 
Jobs under processing at the time of a processor crash. This implementation will make the framework a 
completely safe and reliable

As compared to the existing implementations, the proposed model is quite flexible and can be scaled up 
and scale out easily by changing few configuration parameters. As explained earlier, new jobs can be added easily 
by writing a job that implements the interface defined.
 

This paper presented a Effective Distribution mechanism of tasks in distributed systems. it also 
explained how the different component will help cooperate to distribute the task dynamically to improve the 
performance and throughput. This framework can be enhanced to middleware. It can easily be integrated with 
Cloud Computing platforms
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