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ABSTRACT: 

Cancer is a group of diseases characterized by abnormal 
growth of cells. In a healthy body, the growth of cells is 
controlled in such a way that they grow and die systemically. 
Internal and environmental factors can impair the genetic 
make-up of cells leading to the continuous growth of cells to 
form tumors. Improper cell division and loss of deoxyribonucleic 
acid are major internal factors, while exposure to substances 
such as tobacco smoke, radiation and the sun's ultraviolet rays 
are important environmental factors that cause cancer. 
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INTRODUCTION: 

The diagnosis of cancer and gene expression is differentiated using profiles. Microarray gene 
expression data analysis is one of the most challenging areas of research in the fields of computational 
biology, genomics, statistics and pattern classification. The main challenge of microarray cancer 
analysis is related to the high curse and small sample size of the existing due to irrelevant and 
meaningless genes. In addition, medical datasets are generally noisy, with variations in feature values 
and an unbalanced number of classes leading to over-fitting and low classification accuracy. The need 
for research in microarray data analysis, in particular the classification of cancer, helps to identify and 
understand the features that contribute to the development of cancer. An important role played by the 
microarray data classification method is the identification of genes that contribute to specific biological 
effects and the use of such genes to predict new observations. It helps in early detection of cancer so 
that domain experts can create treatment plans to increase the survival rate of cancer patients. 
Therefore, the problem requires careful construction of a model that takes the input pattern that 
represents the objects and estimates the range of the object under consideration and, therefore, 
develops an accurate estimation model based on the given test data. 

Microarray cancer data classification which has major functions such as data collection from its 
source, pre-processing, feature selection, classification and post-classification analysis. Feature 
selection is the process of selecting important genes from thousands of highly correlated and 
informative genes and providing these filtered data component classifiers to achieve better 
classification accuracy. The selection of features plays an important role in the classification of cancer 
data to identify optimal and relevant subsets of features, thereby increasing classification accuracy and 
computational stability. Analysis of microarray cancer data analysis plays an important role in 
obtaining good information about the disease which ultimately helps in planning conclusive measures 
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and improving the cancer diagnosis process. In our work, we propose the use of in-depth learning-
based classifiers to classify microarray cancer data. Intensive learning takes a large amount of data to 
learn the behavior of features during training and estimates the class of unseen data. To validate the 
proposed method, we have considered eight standard microarray cancer datasets: prostate, colon, 
central nervous system (CNS), ovarian, leukemia and lung cancer dataset. Feature values are calculated 
using a minimum-maximum approach to overcome the decision bias in favor of high value features. 
 
PROPOSED METHOD FOR CLASSIFYING BINARY CLASS DATASETS: 

The proposed work involves various phases, including feature scaling, amplitude reduction, and 
deep feed forward neural network-based classification methods, including parameter settings. The 
proposed approach framework includes key tasks such as loading RAW microarray cancer data, then 
generalizing using the Min-Max method, reducing the dimensions as presented in Figure 3.1, and in-
depth learning-based classification. 

In the field of pattern recognition and machine learning, it is a known fact that feature scaling 
techniques are explored to normalize data. This process brings all data components to the same scale to 
avoid outliers and thus increases the quality of the estimate. Due to the high variability in features in 
microarray cancer datasets, we propose exploring feature scaling as one of the pre-processing 
techniques for data normalization. Feature scaling is done using the Min-Max method to fit into the 
sigmoid activation function as it considers values between 0 and 1 with a threshold value of 0.5 for 
binary classification during model training. In our work, the Min-Max feature scaling technique, which 
measures data in the range of [0, 1], has been considered to make it suitable to fit into the sigmoid 
function during the training of the proposed model. 
 
CLASSIFICATION BASED ON DEEP LEARNING: 

The proposed work involves various phases, including feature scaling, amplitude reduction, and 
deep feed forward neural network-based classification methods, including parameter settings. The 
proposed approach framework includes key tasks such as loading raw microarray cancer data, then 
generalizing using the Min-Max method, reducing the dimensions as presented in Figure 3.1, and in-
depth learning-based classification. To explore deep feed-forward neural network-based models for 
classifying microarray data. An in-depth feedforward network is an important model of in-depth 
learning. The model is called feedforward neural network because the information travels from x to the 
evaluated function, through the intermediate computation used to define f, and finally to output y, 
where x is the input characteristic vector and yi is the approximate class label. There are no feedback 
connections in which the output of the model is returned to itself. If the feed forward neural network is 
extended to include feedback connections from the same node, it is not a feed forward model, but a 
recurring neural network model. The feed forward neural network is represented by various directed 
functions. A model is a guided graph that describes how functions are connected together. 

For example, let us consider the three functions  ଵ݂, ଶ݂ ܽ݊݀ ଷ݂ connected in a chain to form a 
network and thus define ݂(ݔ) = ൫ ଵ݂, ଶ݂, ଷ݂,  ൯. These chain structures are the most commonly used(ݔ)
structures in neural networks. In this case, ଵ݂ is the first level of the neural network, ଶ݂ is the 2nd level 
and ଷ݂ is the 3rd level and so on. 

A fully connected neural network approach is defined to have input levels that start with input 
features. Furthermore, hidden layers are defined with parameters such as activation and log-loss 
function. The output of each hidden layer is converted to the next hidden layer by firing with the output 
of the sigmoid function. Finally, the model converts to a single output layer for the classifier to estimate 
the class label for each sample. The output layer contains a single neuron that returns as a class one or 
class two class label. 

The proposed method from input characteristics and weights, activation function, output, error 
calculation, and error backpropagation. To give a single output each input feature is multiplied by its 
weight which will also be an input for the next level and will give an estimate at the end. The actual 
class is evaluated by subtracting the label from the estimated class and the difference is re-triggered as 
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backpropagation error. The back progression of the errors is to update the weight and ultimately to 
give the maximum possible estimate, so the minimum error is registered. 
 

Figure 3.2 Back Propagating Deep Learning Model 

 
 

As shown in Figure 3.2, the activation function a input data defines the output of the dot product 
of X1, X2,….,Xn and relative weight W1,W2,W3….Wn in the first hidden layer h1. The output of the 
activation goes to the node next to the hidden layer and finally, the output is triggered to the node of the 
output layer. Weights are updated by transmitting weights to the previous nodes until an optimal 
estimate is reached 

The proposed in-depth learning approach takes input data in the form X = X1, X2,….,Xn where 
ℝ௡ି௞ߝܺ  and each input vector is multiplied by its corresponding weight. Therefore, the weight vector 
for input data is W1,W2,W3….Wn; As shown Wn and bias b are added to the loaded input vector. At each 
level of the model, the loaded input vectors are multiplied by the sigmoid activation function to obtain 
the intermediate potential results in the hidden layers based on following equation. 
 

Figure 3.3 Activation Function 

 

௣ݕ = ݂ ൭෍ ௡೔ݓ

௡

௜ୀଵ

. ௞೔ݖ + ܾ൱ 

Equation – 3.1 
Where, 
 ௣ = Predicted of Dependent Variableݕ
௡೔ݓ  = Matrices of Weight 
௞೔ݖ  = Vector of Feature 
f = Sigmoid Activation Function 
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We propose to use the sigmoidal activation function during the training of the Deep Feed-
Forward Neural Network model to estimate the classification for the new data component. The sigmoid 
function is used in our model as the activation function which limits the output between 0 and 1 which 
handles the estimation of the class labels as probability and is given below. 

 

(ଵݖ)݂ =
1

1 + ݁ି(௭ೖ .௪ೖ) 

 
Equation – 3.2 

Equation 2.7 handles multi-features on hidden layers by learning the interesting behaviour of 
data as it moves to the output layer. 

 
൜1,   ݂݅ ݓ଴ + ଵݓ . ଵݖ + ଶݓ . ,+ଶݖ … + ௡ݓ . ௡ݖ ≥ 0.5

0, ݁ݏ݅ݓݎℎ݁ݐܱ
� 

 
Equation – 3.3 

Equation 3.3 is used to find the relationship between a target-dependent variable and one or 
more independent features. Weight start is done randomly and uniformly, then the weight is updated 
during the training period. The proposed model compares the probabilities of the actual and 
approximate class and assigns a class value based on the threshold value of the binary class and assigns 
a prediction to any class. 

In an in-depth learning-based classification, the final estimate error is calculated as the 
difference between the approximate class label ݕ௣ and the given class label ݕ௜ using a predetermined 
objective function called cross-entropy. Errors are re-transmitted across the network to optimize the 
weight for the minimum error value. 

The Deep Feed-Forward approach, which is applicable for classification purposes. These include 
input characteristics and weight, activation function, output, error calculation, and error return 
propagation. To give a single output each input feature is multiplied by its weight which will also be an 
input for the next level and will give an estimate at the end. The actual class is evaluated by subtracting 
the label from the estimated class and the difference is re-triggered as backpropagation error. The back-
propagation of errors is to update the weight and finally give the maximum possible estimate, and 
therefore the minimum error is reported. 
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